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Abstract

This paper introduces a QA designed from scratch to handle

speech transcriptions. The system’s strength is achigvedddyz-
ing the speech transcriptions with a mix of IR-oriented rodtiio-

gies and a small number of robust NLP components. We evaluate

the system on transcriptions of spontaneous speech froetadev
1-hour-long seminars and presentations and show that ttersy

obtains encouraging performance.

Index Terms: question answering, natural language processing

1. Introduction

Question Answering (QA) is the task of extracting shortevaht
textual answers in response to natural language questidas
subset of QA, factoid QA focuses on questions whose answers a
syntactic and/or semantic entities, e.g. organizationezamates,
etc. As of today, most of the QA research has focused on writ-
ten, grammatically-correct text, and most approachesasecon
heavy syntactic and semantic analysis of the text, e.gsyjuitac-

tic parsing, textual entailment, and semantic role lalgelfi}. The
few approaches that stepped away from the written-textdvemnk
have focused mainly on spoken questions but continued tadaxt
answers from written document collections [1].

While QA on written text has without a doubt significant real-
world applications — e.g. search engines, automated cestsen-
vice — many important scenarios are not addressed. For égamp
a QA system could be used to extract information from trapscr
tions of presentations, seminars, meetings or other types-o
unions, news or radio broadcasts, and many more. The immuarta
of speech transcriptions to many real-world applicationsivates
the work presented in this paper: we design and analyze @idact
QA system that answers (currently) written questions witips
pets extracted from spontaneous speech transcriptiomsohars
and presentations.

The shift from written text to spontaneous speech transcrip
tions means that a series of phenomena that make text pimgess
difficult are emphasized: disfluency or stuttering, speakerec-
tions and specifications, and lack of grammatical structuké
these issues indicate that a corresponding shift has tgtake in
the design of a QA system tailored for spontaneous speech tra
scriptions: instead of the usual in-depth processing oftainget
text, the QA system must use only natural language proagssin
(NLP) tools that are robust enough to function on speech-tran
scriptions. In this paper we show that such a design is plessib
we describe a QA system that obtains state-of-the-art peeioce
by combining two robust NLP tools — a part-of-speech (PO§) ta
ger and a named entity recognizer and classifier (NERC) — with
several measures of keyword density and proximity that @n b
easily extracted from any speech transcription.
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The paper is organized as follows. Section 2 overviews the
architecture of the QA system. Section 3 introduces the-stra
egy employed for the identification of candidate answerpé@esh
transcriptions. Section 4 describes the experimentaltessand
Section 5 concludes the paper.

2. System Architecture

The QA system introduced in this paper uses a typical achite
ture consisting of three components linked sequenti§iyestion
Processing(QP), which identifies the type of the input question,
followed by Passage RetrievdPR), which extracts a small num-
ber of relevant passages from the underlying speech tiptieos,
and finallyAnswer Extractio{AE), which extracts and ranks ex-
act answers from the previously retrieved passages. Thiose
describes all these components. In the next section, wd theta
most important module of AE: thielentification of candidate an-
swersin speech transcriptions.

2.1. Question Processing

The QP component detects the type of the input questions py ma
ping them into a two-level taxonomy consisting of 6 questiges
and 53 subtypes:

type | subtype
ABBREVIATION | abbreviation, expression abbreviated
ENTITY | animal, body organ, color, creative
work, currency, disease, event, food,
instrument, language, letter, other,
plant, product, project, religion,
sport, symbol, system, technique,
equivalent term, vehicle, special word
DESCRIPTION | definition, description, manner,
reason
HUMAN | group, individual, title, description
LOCATION | city, country, mountain, other, state
NUMERIC | angle, code, count, date, distance,
money, order, other, period, percent,
speed, temperature, size, weight

In our system there is a one-to-one mapping from question
type to the category of the expected answer. For examplé,pie
HUMAN: i ndi vi dual entails that the answer is a named entity
of type PERSON.

The above question taxonomy is largely inspired by [2]. Nev-
ertheless our classification mechanism is different: acstef us-
ing a hierarchy of6 + 53 binary classifiers (one for each type
and subtype), we opted for a single Maximum Entropy mukiss|
classifier that extracts the best tupté ype: subt ype> for ev-
ery question. We chose the single-classifier design bedasige
nificantly improves the classification response time, whghn
paramount requirement for any interactive system. We compe
sate for the possible loss of accuracy with a richer feateireFor-



Table 1:The feature extraction functions for the question clagsifie
w - token word/ - token lemmap - token POS tagsem- set of
semantic classes (from [2]) that contain this woptpx - set of
proximity-based word sets (from [3]) that contain this wondlv -
the QFW detection function.stands for string concatenation.

¢sequence (X)
foreachf; € x) add features:
w(z;), 1(z:), sem(z;), prox(z;),
W(zi) - W(witr), I(@:) - H(@it1)
foreach¢ € sem(z;),c € sem(z;41)): c- ¢’
foreach¢ € prox(z;),c € prox(z;41)): c- ¢

Patw (X)
add features:
w(gfw(x)), l(afw(x)), sem(afw(x)),
w(z0) - W(giw(x)), (zo) - p(afw(x)
foreach¢ € sem(gfw(x))): w(zo) - ¢
foreach¢ € prox(qfw(x))): w(zo) - ¢

p))rox(qfw(x)),

mally, our question classifier assigns a question class -tlipge
<t ype: subt ype> —to each question, using the function:

ge(q) = arg max score((q), ¢ M
cecC

whereq is the sequence of all the question words, €yVhat”,
“is”, “the”, “Translanguage”, “English”, “Database”, “sb”,
“called’}, C is the set of all possible question classesyre is
the classifier confidence, agds a feature extraction function, de-

fined as a composition of several base feature extractiartifurs:

P(Q) = Dscquence(q) + Psequence(N) + ¢aru(@)  (2)

Keyword priorities are assigned solely based on their P@$ ta
and lexical context. In descending of the assigned pricaltyron-
stop keywords are grouped as follows: (a) words that appihiny
quotes, (b) proper nouns, (c) numbers, (d) contiguous segsef
nouns and adjectives, (d) contiguous sequences of noyrathés
adjectives, (f) other nouns, (g) verbs, (h) adverbs, (i)Q@F&V, (j)
other words. For example, for the question “What is a meastire
similarity between two images?”, the set of sorted keywaxls
tracted by this algorithm is{“two”, “images”, “ mea-
sure”}.

In the second step, the actual passage retrieval is impleghen
using the following algorithm:

”ou

similarity”,

(1) retrieve passages using keywordkseind proximityp.
(2) if number of passages MinPass:
if p < MaxProx
incrementp; goto step (1)
else
resetp; drop the least-significant keyword froi,
goto step (1)
(3) else if number of passages M ax Pass:
if p > MinProx
decremenp; goto step (1)
else
resetp; add the next available keyword Ko,
goto step (1)
(4) return the current set of passages.

where the set of keywords is initialized with all keywords with
priority larger than the priority assigned to verbs, anddhaent
proximity is initialized with some default value (20 words dur
experiments). The algorithm is configured with four pararet

whereh is the sequence of heads of the basic syntactic phrases,r;, pgss and Max Pass — lower and upper bounds for the ac-

n oo«

in the question, e.g.{"What", “is”, “Database”, “called’} for

the above exampl@sequence €Xtracts n-gram features from a se-
quence of words, andl, 5., extracts features related to the question
focus word (QFW). The QFW, which indicates the question em-
phasis, is usually the head of the first noun or verb in thetepres
skipping stop words, auxiliary and copulative verbs. Faregle,

for the above question, the QFW is “database”. We have imple-

mented the detection of the QFW with 7 surface-text pattéiVes
detail the feature extraction functions in Table 1.

2.2. Passage Retrieval

Our passage retrieval algorithm is inspired by the quemaion
algorithm of [4], which adds or drops query keywords depegdi
on the quality of the information retrieved. Our implemeitia

is capable to adjust not only the set of keywords used, buat als
the proximity between the keywords. While the original aitjon
can handle several important issues, i.e. missing keywar&sy-
words replaced with semantic equivalents, we found thaatiu-
tion of the proximity adjustments is crucial for our targpesch
documents. For example, the name of the speaker typically ap
pears only at the beginning of a presentation, potentialiyafvay
from topic relevant keywords. Generally, the distance betw
keywords is larger than regular texts but varies from spetke
speaker due to speaker corrections, repetitions or SyBH@is.

The retrieval algorithm consists of two main steps: (a) i th
first step all non-stop question words are sorted in desngraf-
der of their priority, and (b) in the second step, the set gilards
used for retrieval and their proximity is dynamically adpguntil
the number of retrieved passages is sufficient.

ceptable number of passages (currently 1 and &Q), Prox and
M azx Prox —lower and upper bounds for keyword proximity (cur-
rently 20 and 60 words).

The actual information retrieval (IR) step of the algorithm
(step (1)) is implemented using a Boolean IR system thahéstc
only passages that contaifi keywords inK at a proximity< p.

2.3. Answer Extraction

The answer extraction component ranks candidate answses ba
on the properties of the context where they appear in thievett
passages. We consider as candidate answers all entitiesssHine
type as the answer type detected by the question processimng c
ponent (we discuss candidate answer identification inldettie
next section). Candidate answers are ranked using a setai se
heuristics, inspired from [4]:

(H1) Same word sequeneecomputes the number of words that
are recognized in the same order in the answer context;
Punctuation flag 1 when the candidate answer is followed
by a punctuation sign, 0 otherwise;

Comma words computes the number of question keywords
that follow the candidate answer, when the later is suc-
ceeded by comma. A span of 3 words is inspected. The
last two heuristics are a basic detection mechanism for ap-
positive constructs, a common form to answer a question;
Same sentencethe number of question words in the same
sentence as the candidate answer.

Matched keywordsthe number of question words found in
the answer context.

(H2)

(H3)

(H4)

(HS)



(H6) Answer span the largest distance (in words) between two
question keywords in the given context. The last three
heuristics quantify the proximity and density of the ques-
tion words in the answer context, which are two intuitive
measures of answer quality.

(H7) Distance from QFW measures the distance between the 4t |east one modifier must be upper case, extracts systemspame

candidate answer and the QFW. This heuristic is enabled ang (d) Entities that could not be matched by rules (121 in our

only for questions of typ®UVERI C, where typically the  gata) were added to a gazetteer.

QFW appears very close to the answer. For example, the ) » ) ey

answer to the question: “How many stories does the tower Constraint-based entlltlles this set of answer types is trlgge(ed

of Pisa have?” is “8 stories”. by AE_ only when add|t|c_>nal answer constraints are det_ecttelde
question. We currently implemented two such constraints:

Table 2:Overall results.
TOP 5 TOP 1 MRR
exact | 35/50 = 70% | 31/50 = 62% | 0.66
context | 38/50=76% | 35/50 = 70% | 0.73

All these heuristics can be implemented without the neecrfigr L ) . . L
NLP resources outside of a basic tokenizer. For each caedida (C1) Abbreviation expansion constraintthis constraint is in-

swer, these seven values are then converted into an ovesatea stantiated when the question demands the expansion of
score using the formula below: an abbreviation. For example, for the question “What
1 does TREC stand for?”, the constraint created limits the
score = H1 + H2 + 2H3 + H4 + H5 — Z\/ﬁ —H7. (3) candidate answers to entities that can be abbreviated as
“TREC”. In our current implementation, any sequence of
where the heuristic weights were previously optimized feetof words whose prefixes (of length 1 or 2) equal the abbrevi-
200 questions [4]. The above score drives the answer ranhatg ation, e.g. “Text Retrieval Conference”, is considered as a
is reported to the user. candidate answer.
(C2) QFW constraint this constraint is triggered when the ques-
3. ldentification of Candidate Answers tion type does not match any known answer type and the
Our QA system recognizes a battery of 20 types of answer enti- QFW is a noun. For example, the type of the question
ties using several methodologies. For clarity, we grougatiever ‘_‘What is the Tra_nslanguage Engllsh_ Da_tabase also called?
types into 3 categories: iISENTI TY: equi val ent _t er m which is not matched to

any of the previous answer types. In this case, we search for
candidate answers that are semantically related to the QFW
noun. Currently, we consider as candidates all the noun

phrases that share the same head word with the QFW, e.g.
“Chairable English Databasefor the previous question.

Open-domain entities this group contains 5 types ameden-
tities: —person namedocation namesorganization namesther
names(e.g. creative works, events), atahguages— and 10
types ofnumericentities —angle measuregiates distance mea-
sures money numbers percents speed measuresurface mea-
sures temperaturesandweights The named entities are recog- The last constraint is crucial to increase the coverage ok
nized with a NERC based on Support Vector Machines that we system, because we are now not limited to the previous 19 an-
previously tailored for speech transcriptions [6]. Cuthgnthe swer types, but can (theoretically) answer any factoid tpes
NERC obtains an F1 measure of 90.31 on written text (on the that have a noun QFW. We consider this an exciting avenue for
CoNLL development corpus [7]) and of 75.50 on the Switchtoar future research: we will explore more QFW-based conssaay.
speech transcriptions [6]. The numeric entities are ifiedtiwith semantically-related phrases (e.g. synonyms) and ploatigti

an in-house system based on a regular expression gramnfar wit Similar candidates.

60 rules. Note that this grammar includes rules for the reiton

of letter-spelled numbers and dates, which are typical &esp 4, Experimental Results

transcriptions, €.g. “nineteen eighty”. The QA evaluation described here took place under the aespic

Domain-specific entities these types were required because the of the European Union project “Computers in the Human Inter-
transcriptions used in the experiments reported here (s&& n action Loop” (CHILF. The data was transcribed and annotated
section) are a mixture of open-domain and domain-specific in by the Evaluations and Language resources Distributiomége
formation from the speech/language/image processing ioma (ELDA)* and consisted of: (a) a development set of 2 tran-
To handle domain-specific questions, we added three new an-scriptions and 10 questions, and (b) a test set of 8 transcrip
swer types: method/technique names of algorithms or meth-  tions and 50 questions. All documents are transcription4-of
ods (e.g. “HMM”), project - names of projects (e.g. “CHIL"),  hour-long technical presentations or seminars from theadiasn
and system- names of actual software or hardware systems of speech/language/image processing. All questions veeteitl
(e.g. “XDMLTool”). Additionally, we had to expand the ex- and had one of the types described in the previous section.

isting organizationtype with names specific to the current do- Table 2 summarizes our overall results. We report two types o
main. All these issue are addressed with the same methodol-scores: (a) TOR, which scores a question as correct if the system
ogy: (a) We harvested a large number of technical articlesifr  provided a correct answer in the tégeturned (in our evaluation
the domain of interedt (b) Human annotators extracted all the we usek = 5 andk = 1); and (b) Mean Reciprocal Rank (MRR),
entities that fit into one of the above 4 categories; (c) Listu which assigns to a question a scord gk, wherek is the position
developed regular expression rules to match the extractéd e of the first correct answer, or 0 if no correct answer is regdriWe
ties, e.g. the rule( noun| adj ective)+ (‘‘system’ | show results for “exact” answers, where we evaluate onlyeke

"’ prototype’’ | '’toolkit’’),withthe constraint that

2Chairable” is actually a transcription error: should betfible”.
lWe harvested all the articles published by the LIMSI Spokem-L Shttp://chil.server.de
guage Processing group between 2000 and 2005. “http://ww. el da. org




Table 3:Results per NE categoriIL indicates questions that have no answer in the collection.
org | per | loc | time | measure| method | system| language| other | NIL
answered: TOP5,exadt 5/11 | 8/9 [ 8/8 | 22 | 55 | 02 | 01 | 2B | 34 | 25

tional) lack of syntax analysis in AE.
Table 4 indirectly answers another important question:tigha
the theoretical performance upper limit that can be achievi¢h

Table 4: Number of system errors per component, using TOP 1
scoring of exact answers.

. _ Open-domain] Domain-specific the proposed approach, which employs limited natural laggu
Question processing 3 2 analysis of the target texts? The ideal amount of syntaaticsa-
= Pd"’.‘csjsagzre”.'f‘?"a'. g 0 mantic analysis required in an QA system is still open focuis
andidate identification > sion, so the answer to the above question is definitely irapart
Answer ranking 4 0 : S - ;
Other 0 1 We calculate this performance upper limit in our setting gling
| ol | T | 5 all the necessary domain knowledge to our system, and lgavin

) unaddressed only the core open-domain issues (secondrcofum
Table 4). This hypothetical system achieves a TOP 1 scor8%f 7

snippet returned by the system, and “context” answers,@Wver  for exact answers. meaning that the proposed approach &as th

evaluate a context of 250 bytes surrounding the returned@ms  potential to answer roughly 4 out of 5 factoid questions wtiité

Table 2 shows that our results are quite promising: we pmVId correct exact answer on the first position.

the exact answer on the first position for 62% of the questions .

and provide an answer in the top 5 contexts extracted for 76% o 5. Conclusions

the questions. In comparison, the two best factoid QA syst@m  This paper introduces a QA designed from scratch to handle

the last TREC evaluation had a TOP 1 score of 71.3% and 66.6%speech transcriptions. The system’s strength is achigveubbng

for exact answers extracted from written text. Arguablg tivo IR-oriented methodologies, i.e. keyword density and prityj,

evaluations are not directly comparable: both the questtsand with a small number of robust NLP components: POS tagging and

the document collections are different. Neverthelessfabethat NE recognition. We evaluate the system on transcriptiorspoh-

our system obtains approximately the same performanceemthp  taneous speech from several 1-hour-long seminars andnpaese

transcriptions as other, more complex systems on writtenise tions and show that: (a) the system obtains excellent pegoce:

very encouraging. we answer 62% of the questions with the correct exact answer o
Table 3 shows a distribution of the questions and of the cor- the first position, and (b) the theoretical performance ufipsit

rect answers per named entity (NE) category. Table 3 inglicat is high, which justifies the claim that the combination of Nafd

that our effort in customizing our candidate identificatimod- IR technologies increases overall robustness.

ule with domain-specific entity types was insufficient: wi fa The proposed system can be adapted to automatic transcrip-

answer any question where the answer type is method or systemtions with a relatively small research effort: both NLP campnts

From the open-domain entity types, we perform worse on drgan can be trained for automatic transcriptions and the keywaatth-

zation names. From the NERC perspective this is explainalbie ing necessary for the answer ranking heuristics can be @aten

to their ambiguity, organization names are consistentlylérato with approximate matches based on phonetical distance.

classify than person or location names [6]. 6. Acknowledgements
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